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Summary:

Recent technological progress made the creatiam lnimanoid interface to computer
systems possible. An embodied conversational ae0f) is a computer-generated
animated character that is able to carry on natimainan-like communication with
users. For this purpose agent systems have beexloged to simulate verbal and
nonverbal communicative behaviours. ECAs can dialiitp users using synthesised
speech, gestures, gaze and facial expressions.

In this Chapter we present our embodied conversat@gent called Greta and focus on
its capabilities of generating emotional expres&iehaviours. Our 3D agent is able to
communicate using the verbal and nonverbal chanhieds gaze, head and torso
movements, facial expressions, and gestures. libwisl the SAIBA framework that

defines functionalities and communication protocfids ECA systems. The system
generates the output animation in MPEG-4 standawd system is optimised to be used
in interactive applications. It has a rich repegm®f expressive emotional behaviours.

Several studies demonstrate that the applicatiofacfl expressions in embodied
agents is justified. The agents that use emotiaisplays are perceived as more
engaging (Walker et al. 1994), increase the usetsrest level and influence the
perception of the agent as the same ECA with diffefacial expressions is perceived
as more credible and trustworthy (Rehm and And@20No wonder many models of
emotional expressive behaviours for an ECA wer@g@sed (see chapter by Hyniewska
et al.). In this Chapter we present the algorithms thmaich the emotional expressive
behaviours of the Greta agent. First we describalgorithm that extends a set of facial
expressions in the repertoire of the ECA, introdgccomplex facial expressions like
superposition or masking. Complex expressions angposed of the facial areas of its
constituentexpressions but they can be distinguished froomtlaad they can signal
different meanings. There were used in our agentsiow socially acceptable
behaviours (Niewiadomski and Pelachaud 2007) aligplay empathy (Niewiadomski
et al. 2008). Then we show how our agent may dyspfaotional states using different
modalities. These expressions are composed ofreliffesignals partially ordered in
time and belonging to different nonverbal commutivea channels. Multimodal
expressions are particularly useful to communidatean ECA subtle emotions like
pride or relief (Niewiadomski et al. 2009) that aiéficult to signal using only facial
channel.

In the second part of this chapter we describe fadso full-body expressive behaviours
are modulated in our agent using a small set o&rpaters. These parameters may
express certain constant characteristics of thentage well as modulate its single
behaviours in particular emotional states. In tht#el case they may modify any
nonverbal behaviour such as multimodal or compleressions of emotion. We show
also how to extract the values of these paramatémnatically from visual data.



Introduction

In recent years there has been a growing intenedeveloping embodied agents with
expressive capabilities has. This is motivatedhgy dffort to enhance human-machine
interaction. To be able to express internal statgentions or motivations our agent
needs to be endowed by nonverbal communicatiots skild to access data on how to
communicate in a human-like manner.

The nonverbal emotional behaviours of our agentbmconveyed through: the choice
of the nonverbal signals and their realisationhéitgh humans communicate through
several modalities at the same time, it is the fiduz is a privileged place for the
expression and the decoding of emotions, as swEydst interdisciplinary theorists
(e.g. Kaiser and Wehrle 2001; Ekman 1972). Fackiressions do not always
correspond to felt emotions: they can be fake (shgvan expression of an unfelt
emotion), masked (masking a felt emotion by an luef@otion), superposed (showing
a mixed of felt emotions), inhibited (masking th@eession of emotion with the neutral
expression), suppressed (de-intensifying the exmeof an emotion), or exaggerated
(intensifying the expression of an emotion). Wel caimplex facial expressions the
expressions that are different from the spontanéacial displays of simple emotional
states (e.g. display of anger or sadness). Theyeatisplays of some combinations of
emotions as well as expressions of emotions, whrehmodified according to some
social rules. In this chapter we describe a motlebmplex facial expressions which is
based on partitioning approach proposed by Ekmaméa and Friesen 1975; Ekman
2003a; Ekman 2003b). With this algorithm our agentable display superposed,
masked, fake and inhibited expressions of emotidii®e novelty of our system
comparing to the solutions presented in Chaptdiynjiewskaet al. is that our agent is
able to express different types of facial expressitke inhibited, masked or fake
expressions. Complex facial expressions are cordplboyecomposing facial areas of
facial expressions; that is the final expressioa mombination of facial areas of input
expressions.

Nevertheless, some studies show that emotionsxaressed also through several other
modalities, such as for example body movements |p&411998; Pollick et al. 2001).
Some observational studies have explored the coditylef emotional expressions in
terms of their dynamics (Keltner 1995; Shiota, kt2003; Harrigan and O'Connell
1996). Among others, Keltner (1995) studied theuseqge of facial and body
movement in embarrassment. The typical expresdie@mbarrassment starts from gaze
downing or gaze shifts which are followed by “cafied” smiles. These smiles are
often accompanied by a pressure of the lips. Aetiek of the expression the movement
of the head to the left was often observed as wagllsome face touching gestures
(Keltner 1995). We called these expressiondtimodal sequential expressions of
emotions. They might be composed of nonverbal behav displayed over different
modalities that change dynamically over time. Ogerd is able to displagultimodal
sequential expressions. For this prupose we developed a language for tmendl
description of such expressions from real data ahén algorithm that uses this



description to automatically generate emotionapldigs. In comparison to the exisitng
solutions (see Chapter by Hyniewsle al.) this algorithm system generates
automatically a variety of multimodal emotional egsions. It is based on a high-level
symbolic description of nonverbal behaviours. Camtrto many other approaches
which use captured data for behaviour reproductionthis approach the observed
behaviours are interpreted by a human who createstr@ints. The sequences of
nonverbal displays are independent behavioursatenot driven by the spoken text.
The system allows for the synthesis of any numideemotional states and is not
restricted by the number of modalities. While iesisa discrete approach in its use of
labels to refer to emotions, it is also linked tee tcomponential approach by the
underlined importance of the sequence of differealmments in the perception of
emotions. Its advantage is to generate a variegnohations for one emotional label
avoiding the repetitiveness in the behavior ofrtual character.

What is more, any expression can be performed glowiquickly, jerkily or fluently
etc. With the ternexpressivity we identify the ways the single nonverbal behard@are
synthesised. They are the external, visible gealibf a movement, like its speed,
amplitude, fluidity and so on. Thexpressivity of behaviour is an important aspect of
the nonverbal behaviour. Expressivity is an integeat of the communication process
as it can provide information on the emotionalestabood and personality of a person
(Wallbott 1998). The nonverbal behaviour in Gretaynbe modulated by the use of 6
expressivity parameters. Moreover the expresspasameters in Greta are related to
the current emotional state as well as to the cibeniatics of an overall individuality of
the agent.

The remainder of this Chapter is organised asvaldn the next Section we present a
general overview of the architecture of our agdhien in Section 3 we describe our
model of complex facial expressions while in Settib the algorithm that generates
multimodal sequential expressions in Greta is priegke In Section 5 we explain how
we model the expressivity of nonverbal behavioM&e conclude this Chapter in

Section 6.

GRETA the interactive embodied conversational agent

This Section presents an overview of the architectd our embodied conversational
agent. Our agent’s architecture follows the desigrthodology proposed by Thérisson
et al. (2005) and is compatible with the SAIBA franork (Vilhjalmsson et al. 2007).

The architecture is modular and distributed. Eadudute exchanges information and
data through a central message system. We useticeft of a whiteboard (Thérisson
et al. 2005) that allows internal modules and atereal software to be integrated
easily. The system is designed to be used in ictigeaapplications working in real-

time.



Generic architecture for embodied conversational agent

SAIBA (Vilhjdlmsson et al. 2007) is an internatibnesearch initiative which main aim
is to define a standard framework for the genemnatd virtual agent behaviour. It
defines a number of levels of abstraction, from twmputation of the agent's
communicative intention, to behaviour planning asdlisation. Thdntent Planner
module decides of the agent's current goals, emaltistate and beliefs, and encodes
them into the Function Markup Language (FML) (Heykt al. 2008). To convey the
agent's communicative intentions, tBehaviour Planner module schedules a number
of communicative signals (e.g., speech, facial esgions, gestures) which are encoded
with the Behaviour Markup Language (BML). It spexsf the verbal and nonverbal
behaviours of ECAs (Vilhjaimsson et al. 2007). Hinghe task of the third element of
the SAIBA framework Behaviour Realizer, is to realise the behaviours scheduled by
the Behaviour Planner. It receives input in the BNtrmat and it generates the
animation. There exist several implementationshef $AIBA standard, among others
SmartBody (Thiebaux et al. 2008, Lee et al. 20@))LRealizer (Arnason and
Porsteinsson 2008), RealActor (Cerekovic et al.920¢hd EMBR (Heloir and Kipp
2009).

Our general purpose embodied conversational aggsterm is almost a full
implementation of the SAIBA framework offering stan for the Behaviour Planner
and the Behaviour Realizer layers and a partialempntation of the Intent Planner for
the listener. In our implementation of the SAIBArstiard we focus on the Behaviour
Planner rather than on the Behaviour Realizer asother implementations do. Our
Behaviour Planner generates a large set of nonlvdsbhaviours from a single
communicative intention. We also provide an advdnicgent Planner for the listener
that includes reactive, cognitive as well as migizackchannels.

Architecture

Figure 1 illustrates the architecture of our agérfollows the SAIBA framework and is
composed of 3 main modules. In SAIBA the IntentnR&x is dedicated to the speaker.
To be able to control a Listener agent, we hawedhiced thd.istener Intent Planner.
This module generates automatically the commumieantentions of the listener. On
the other hand, in the current state of our systidw®,intentions of the speaker are
defined manually in an FML-APML input file. In tHeature they will be generated by
the Speaker Intent Planner. TBehaviour Planner module receives as input the
agent's communicative intentions, be a speaketistemer, written in FML-APML and
generates as output a list of signals in the BMigleage. These signals are sent to the
Behaviour Realizer that generates the MPEG-4 FAP and BAP frames.lIfzinhe
animation is played in thEAP-BAP Player. All modules are synchronized by the
Central Clock and communicate with each other thinothe Psyclone whiteboard
(Thorisson 2005).
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Figure 1. The architecture of the Greta agent

Listener Intent Planner. The Listener Intent Planner module is in chardeth®
computation of the agent's behaviours while beiriggtaner when conversing with a
user (or another virtual agent). This componentoermasses three modules called
reactive backchannel, cognitive backchannel, andiony.

The reactive backchannel module prompts a backchannel signal when our system
recognises certain speaker's behaviours; for ex@naphead nod or a variation in the
pitch of the user's voice will trigger a backchdmmwéh a certain probability. On the
other hand, theognitive backchannel module computes when and which backchannel
should be displayed using information about thendgédeliefs towards the speaker's
speech. The cognitive module selects which sigmaldisplay from the lexicon
depending on the agent's reaction towards the speapeech. The third module is the
mimicry module. This module determines when and which signalaget is to mimic.

Behaviour Planner. The Behaviour Planner takes as input both the tagen
communicative intentions specified by the FML-APMAnguage and some agent's
characteristics (i.ebaseline). The main task of this component is to select, dach
communicative intention, the adequate set of behasito display. The output of the
Behaviour Planner is described in the BML languagecontains the sequence of
behaviours with their timing information to be desyed by our virtual agent.

Behaviour Realizer. This module generates the animation of our af@idwing the
MPEG-4 format (Ostermann 2002). The input of thedule is specified by the BML
language. It contains the text to be spoken and/set of nonverbal signals to be
displayed. Facial expressions, gaze, gestures,o tor®vements are described
symbolically in the repository files. Each BML tegginstantiated as a set of key-frames
that are then smoothly interpolated. The Behavi®tealizer synchronizes the
behaviours across modalities. It solves also ewronflicts between the signals that
use the same modality. The speech is generatednbgxt@ernal TTS and the lips
movements are added to the animation.

When the Behaviour Realizer receives no input, dgent does not remain still. It
generates some idle movements. Periodically a pé@nimation is computed and is
sent to the FAP-BAP Player. This avoids unnatuir@ezing” of the agent.



FAP-BAP Player. The FAP-BAP Player receives the animation gendrdig the
Behaviour Realizer and plays it in a graphic winddWwe player is MPEG-4 compliant.
Facial and body configurations are respectivelycdieed through FAP and BAP
frames.

Synchronization. The synchronisation of all modules in the disttdal environment is
ensured by the Central Clock which broadcasts aslyultimestamps through the
whiteboard. All other components are registered thie whiteboard to receive
timestamps.

Model of complex facial expressions

We base our model of complex facial expressionPaul Ekman's studies (Ekman and
Friesen 1975; Ekman 2003a; Ekman 2003b). We deaforaplex facial expressions
using a face partitioning approach. Each facialresgion is defined by a set of eight
facial areas k(i.e., i brows, B upper eyelids, feyes direction, Flower eyelids, F
cheeks, Fnose, Flips, Fs lips tension). An expression is a compositionhafse facial
areas, each of which can display signs of emotir. complex facial expressions,
different emotions can be expressed on differessisaof the face; e.g., when sadness is
masked by happiness, sadness is shown on the &gelmea while happiness is
displayed on the mouth area.

The main task of our algorithm is to assign expoessof emotion to different areas of
the face. For this purpose we define for each tfpsmplex facial expressions a set of
rules that describe the composition of the faci@as. These rules, based on the
description proposed by Ekman, refer to six ematiommely: anger, disgust, fear, joy,
sadness, and surprise. For an input emotion forchviihe facial expression is not
defined explicitly by our rules (e.g., expressidncontempt or disappointment) our
algorithm chooses the most appropriate solutiom.tikis purpose we use an algorithm
(Niewiadomski and Pelachaud 2007) based on fuzmylagity. In this approach each
facial expression is described by fuzzy sets. Fusmylarity is used to compute the
degree of visual similarity between them. Our athon compares any two facial
expressions and produces an index of similarittha interval [0..1], where 0 means
“not similar at all" while 1 means identical exm®Ess. Once the most similar
expression, chosen among the 6 is known the atgorépplies the corresponding rules
to the input expression. The rules determine whkielments of the input expression are
used in the complex facial expression. (More detaibout the algorithm and its
evaluation can be found in Niewiadomski and Peladh@007, 2007b) and Buisine et
al. (2006).

For different types of complex facial expressiossperposition, masking, fake or
inhibited expressions can be generated with owritgn. For example, the expression
of superposition happens when two emotions areafdlie same time. Figure 2 shows
an example of the superposition expression compuwyealir model. Figures 2a and 2b
show the expressions of anger and sadness resggctiigures 2c and 2d show the
superposition as a composition of face areas df Iogut expressions. In the Figure 2d



we see which parts of the face correspond to sadmas$ which ones to anger. In that
image the areassFFs, F7, and k (expressing sadness) are marked out with by ¢ li
grey circles while areasi F~, R, and k& (expressing anger) by a dark grey colour.

Figure 2. Superposition of anger and sadness. Frothe left to right: anger a),
sadness b), superposition of anger and sadness uparposition of anger and
sadness with significant areas marked d).

Figure 3 shows the agent displaying the expressiaiisappointment masked by a fake
happiness. We applied our similarity algorithm dadnd that disappointment has a
facial expression very similar to sadness. In oodeh the features of felt sadness that
leak over the masking expression are: foreheadwdyr@and upper eyelids. These
elements are represented by the facial areadoFehead and brows) and Fupper
eyelids). According to the inhibition hypothesitiey can be observed in masked
sadness. On the other hand, the mouth area dispktysle (sign of happiness).

Figure 3. Disappointment masked by happiness. Frottie left to right:
disappointment a), happiness b), disappointment m&sd by happiness c)
disappointment masked by happiness with significardreas marked d).

Sequential expressions of emotions

From the analysis of expressions of emotions likda&rassment (Keltner 1995), awe,
amusement, pride (Shiota, et al. 2003) or anxiefgriigan and O'Connell 1996) (see
Chapter by Hyniewsket al.) it was shown that certain emotions are exprebyeal set

of signals which are arranged in a certain inteofaime rather than by a static facial



expression (i.e. an expression at its apex). Th@essions of emotional states are
dynamic and they can be displayed over differentlatibes like face, gaze and head
movement, gestures, or even posture. Interestitighse signals do not have to occur
simultaneously (Keltner 1995).

To go beyond agents showing simply static faciglregsions of emotions, we have
defined a representation scheme that encompassegrnhmics of facial expressions of
an emotion. The main task of our algorithm is toayate multimodal sequential
expressions of emotions, i.e., expressions that camaposed of different signals
partially ordered in time and with the use of diffet nonverbal communicative
channels. These multimodal expressions can be ydaration while the duration of
constitutive signals is limited, e.g., facial exgsi®ns of emotions usually are not longer
than four seconds (Ekman and Friesen 1975) andurgssiboften have at least a
minimum duration. We define for each emotionalestbehaviour set, a set of signals
through which the emotion is displayed, andoastraint set that defines logical and
temporal relations between the signals in the bebaset. These two sets are defined
from literature and from manual annotation conddicten a video-corpus
(Niewiadomski et al. 2009).

The single signals like &own, head nod or self-touch gesture are described in the
repositories of the agent's nonverbal behavioudsaaa grouped in the behaviour sets.
Each behaviour set associates one emotional sittieavset of plausible signals that
might be displayed by the agent. For each signal lehaviour set one may define the
probability of occurrence, the minimum and maximdoration and the number of
repetitions. All the signals that belong to onedabur set may occur in the displays of
the emotion associated with it, but their occureeix not random. We developed an
XML-like language to describe a set of relatiomsttis, the constraint set, between the
signals of one behaviour set. Two types of constisare possible:

e temporal constraints, that define arithmetic relations on the start time and e
time of a signal, e.g., “signa cannot start at the beginning of animation“ or
“signal s starts immediately after the signgl finishes*. The temporal
constraints are defined using arithmetical relaien >, =;

e appearance constraints, that describe more general relations between signals
like inclusion or exclusion, e.g., “signadsands cannot co-occur” or “signa
cannot occur without signaf'.

The constraints of both types can be composed tisentpgical operatorsind, or, not.

From the single label of an emotional stai@.g., anger or embarrassment) our system
generates a sequence of multimodal expressions,the animationA of a given
durationt composed of a sequence of sig{alg} on different modalities. It chooses a
coherent subset of signals from the behaviourBSst computes their durations, and
their display order. Thus, at time-stegl..n-1, #=t) it chooses one signsgl from the
behaviour seBS; it decides its duration and checks if the comstseCS are satisfied
against the partial animation A (0.1)t Consequently, either it addsto A, or it repeats
the procedure with the different signal.

Our algorithm is a part dehaviour Planner module of the Greta agent. It can generate
several sequences of signals each of them satstitie constraint sets. (More details
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about the algorithm and its evaluation can be foumdNiewiadomskiet al., (2009,
2009b).

In Figure 4 an example of the animation for theregpion of embarrassment is shown.
The images present the frames of the animation retaGdisplaying respectively the
signals: aJook right, b) head _down andgaze down, c) gaze left, d) gaze |eft andnon-
Duchenne_smile, e) gaze |eft.

Figure 4. An example of an expression of embarrassant.

Figure 5 shows another example of animation ofgte emotion. In Figure 5 the
following signals are displayed: agutral expression, b) smile, c) smile andgaze right,
d) gaze left, €) gaze_down andhead _down, f) face touching gesture.

Figure 5. An example of multimodal expression of ebarrassment.

Behaviour expressivity model

In this Section we describe a set of parametetsvibause to represent the behaviour
expressivity. We will show how these parameters taysed to define some global
characteristics of the agent as well as how thegiutade the synthesis of any emotional
signal. Finally, we explain the process of captyrithe expressivity values
automatically from video corpora.
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Expressivity parameters

In order to increase the life-likeness of the Gfe@A, Hartmannret al. have defined
and implemented a set of parameters that allowt@dter the way the agent expresses
its actual communicative intention (Hartmann e2805):

e Overall Activity - OAC: amount of activity (e.g., agsive/static versus
animated/engaged). As this parameter increasgs. @esreases), the number of
head movements, facial expressions, gestures andnsoincreases (resp.
decreases).

e Spatial Extent - SPC: amplitude of movements (egxpanded versus
contracted). It determines the amplitude of, foaraple, head rotations and hand
positions.

* Temporal Extent - TMP: duration of movements (equick versus sustained
actions). This parameter modifies the speed of i@t of movements. They
are slow if the value of the parameter is negativdast when the parameter is
positive.

e Fluidity - FLD: smoothness and continuity of movernée.g., smooth, graceful
versus sudden, jerky). Higher values allow smoaith @ntinuous execution of
movements while lower values create discontinuntthe movements.

* Power - PWR: dynamic properties of the movemeng. (eveak/relaxed versus
strong/tense). Higher (resp. lower) values incredsesp. decrease) the
acceleration of the head or limbs rotation, makimg overall movement look
more (resp. less) powerful.

* Repetitivity - REP: this parameter permits the gatien of rhythmic repetitions
of the same rotation/expression/gesture. For exanglhead nod with a high
repetitivity becomes a sequence consisting of fesiyand small nods.

Baseline and Dynamicline

People vary in their behaviours, depending on tipeirsonality, the environmental
situation, social rules and so on. Argyle (1988) &allaher (1992) state that there is an
underlying tendency which is constantly present in each person's hebaweople that
tend to look more and perform wide gestures wilittaie to do so in most situations.
This is the idea we are capturing with the conoé@tBaseline for ECAs. The Baseline
represents the agent's general, underlying expeegsihaviour tendencies. We define
the Baseline as a set of expressivity paramdigps that represent the agent’s general
behaviour expressivity, as explained in the previSaction: for example an agent could
tend to perform slow and smooth gestures (low Tealpand high Fluidity) while
another agent could tend to move in a fast andy/jerknner (high Temporal and low
Fluidity).
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When communicating an emotional state or an imentone may vary one’s general
tendencies, e.g., one can gesture in a greatlgrdiit way. For example a person that is
always slow in performing hand gestures while tajkimay change her behaviour
guality when being very angry at someone. One efctimtributions of our work is the
creation of a system in which the agent generatesgive behaviour tendencies can be
modulated depending on the agent’'s emotional staecommunicative intention. We
aim to model such influences as "an agemtith general expressive tendencigswith

an emotional stat& tends to behave ag", whereTe is a particular "version" of
obtained by a modulation induced By In this way the agent's general behaviour
tendencied becomdocal to the agent's actual emotional state. We embuoelagent’s
local behaviour tendencies with the concept oDynamicline. The Dynamicline
structure is the same as the Baseline, they difyatheir meaning and by the way they
are computed. The Dynamicline is a set of expraggparameterdlodul ated-Expr that
represent the agent local behaviour expressivitgt is, the Dynamicline is a set of
parameters that derive both from the agent's Basedind current communicative
intention (e.g., its emotional state). It is then@ynicline that represents the agent’s
current expressivity, the one that influences tkecation of the agent behaviour. Figure
6 outlines how the Dynamicline is computed from Baseline at runtime.

emotional
state
Baseline o R Dynamicline

BQC
Modulated
Expr
behavior
qualifiers

.............................

Figure 6. Behaviour Quality Computation: the agents Baseline and
communicative intention are used in the computatiorof the agent's Dynamicline.

This process is executed by tBehaviour Quality Computation (BQC) module which

is a part of théBehaviour Planner module. The input of the BQC module is the agent's
Baseline, which is a constant, and the emotiorake dhe agent aims to communicate.
Each time the emotional state varies the modulepcd@s a new Dynamicline for the
agent. During the BQC process, the expressivitampaters contained in the Baseline
are modulated depending on the agent's actual enabtistate and the resulting
expressivity values are stored in the Dynamicline.

This means that different emotional states havierdifit impacts on the Dynamiclines
of two agents having different Baselines. For examgd an agent has a general
tendency (Baseline) to perform many movements aitlaverage speed/amplitude then
in a sad state it could simply stop moving, as shd state reduces its activation
parameter; on the other hand, an agent with a getedency of moving a lot with fast
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and large movements continues to make movements when being sad, although
with a lower frequency and with a lower expresgiyaverage speed and amplitude).
As shown in the Figure 6, the way in which the adeaseline is modulated into its
Dynamicline is determined by the agdsghaviour qualifiers which are described in
detail in the next Section.

Behaviour qualifiers

We call abehaviour qualifier a set ofmodulations that, given an emotional state, act on
the behaviour tendencies of a conversational agsntodulation we mean a variation
over one of the expressive parameters containdteiagent’s Baseline.

As an example, the following description can be elled by a behaviour qualifier:

"a hot anger state (i) increases the degree of bodily activation and at the same time
(i1) the speed, amplitude and energy of movements are very high".

We can notice that the behaviour qualifier describe the sentence above has two
kinds of influences: aelative and anabsolute. In the above example, part (i) of the
sentence indicates that we may increase the dedréw bodily activation. This is a
relative variation because we give an indicationtled current behaviour tendency
(Dynamicline) in terms of the general tendencieas@ine). Instead, part (ii) of the
sentence indicates that speed, amplitude and ewéngyvement should be very high:
in this case we talk about absolute values, thathis current behaviour tendencies
(Dynamicline) are explicitly defined, and we do nafer to a general tendency
(Baseline).

So, the behaviour qualifier in the example will act theOverall activation (OAC)
expressivity parameter of the agertsso, face and gesture modalities by increasing
them by a relative value as described in partf(the example sentence. It will also act
on the Temporal, Spatial and Power expressivity parameters of the agent's gesture
modality by assigning high absolute values to thasdescribed by part (i) of the
example sentence.

The task of defining behaviour qualifiers to allag/to perform BQC in ECAs is neither
obvious nor simple. There is no certain data aboeiexpressivity modulations induced
by emotional states in humans. Only some experiahelata is available, and we used
the results reported in (Argyle 1988; Gallagher Z99/allbott and Scherer 1986) to
define the behaviour qualifier of the Greta ECA.

For example several researchers observed thasad @motional state people tend to
move slowly, perform few gestures and exhibit atmted posture. Anger and joy
induce wide and powerful movements with differengedluidity: angry movements
exhibit low fluidity while happy movements are sriioer.

Determining Dynamicline automatically

In order to compute the agent’s Dynamicline, Bebawviqualifiers need to be specified.
This specification can be done manually followingtad from the literature (Argyle
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1988; Gallagher 1992; Wallbott and Scherer 1986¢ar be extracted automatically
from visual data. In this Section we present aesysthat takes video data as input,
extracts movement expressivity, and finally detewsi a Dynamicline for the Greta
agent.

Human movement analysis { | Agent behavior generation
i Video input : E Video output -
i

maotion
expressivity

Eyesieb |: :‘ Greta

Dynamicline ||:I'>
H

1
mmemmmmmet e e mmmmemmmemmmsmmmmmm— e ——————

Mapping

mation = |oynamicline

/ expressivity
//J‘/ e A . . P -%

Figure 7. From video analysis to behaviour generatn: system overview.

The EyesWeb system (www.eyesweb.org) (Camurri.€2G)4) is used for the analysis
of human movement. A mapping between the extragkgessive parameters and the
corresponding expressive parameters of the agegtiamicline is then established.

Figure 7 shows an overview of the system architecind its different modules:

Human movement analysis. we perform the automatic extraction of motion
expressivity from a video source by using the EyebWlatform and the
EyesWeb Expressive Gesture Processing Library. Mpeeifically, we extract
the following motion expressive cues:

o Contraction Index (Cl): this is a measure, ranging from 0 to 1, ofvh
contracted a movement or gesture is (i.e., perfdrnear to the body) or
expanded (i.e., performed with a use of the spagewnding the body).
It is calculated by extracting the bos{houette from the background.

o Veocity: we find the 2D coordinates of the actor's rightedt hand in
the image and from them we compute its velocitiinginto account its
horizontal and vertical components.

o0 Accderation: by computing the derivative function of the vetgpof the
actor's hand we obtain its acceleration.

0 Directness Index (DI): this is a measure of how direct or flexilde
trajectory between two points in space is. We obitalby comparing the
length of the minimal distance between two poiniththe length of the
trajectory of the actor's right or left hand. Weplgpthe DI to the
coordinates of the hand to obtain an indicator hed fluidity of the
movement.
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* Mapping: the extracted motion expressive cues are mappéa the agent's
Dynamicline expressivity parameters and rescaleel défine the following (see
Figure 8):

o Contraction Index is mapped onto Spatial Extemi¢cesithey provide a
measure of the amplitude of movements;

o Velocity onto Temporal Extent, as they refer to thelocity of
movements;

0 Acceleration onto Power, as both are indicatorghef acceleration of
movements;

o Directness Index onto Fluidity, as they refer te tHegree of the
smoothness of movements.

EyesWeb Greta

1
1
1
1
1
1
7 . )
Velocity | 1
1
1
1
1
1
1
1
1
1
1
1
1
1

Acceleration

Figure 8. Mapping between video parameters extracte
with EyesWeb and the Greta expressivity parameters.

* Agent behaviour generation: this module is part of the Greta agent animation
system. It receives as input the agent Dynamidime& computes the animation
of Greta.

This method allows us to extract qualitative infatman on behaviour execution in real-
time. From these data we are able to elaboratevimhraqualifiers for different
emotional states. When these qualifiers are intedran the agent system, a
Dynamicline can be computed. The system can masle\bour distinctiveness on the
one hand and behaviour quality modulation on theerothand to convey specific
messages.

Conclusion

In this chapter we have presented models of emaltierpressive behaviours of our
ECA. Each model captures an aspect of the compl@tiemotion expressions. The
algorithms described in this chapter aim at enniglihe expressive capabilities of Greta
by considering expressions that go the beyond atigieal facial expressions in their
apex. First of all, we presented the algorithm tbaherates superposed, masked,
inhibited and fake expressions.
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We also introduced to our ECA multimodal sequenga&pressions. They may be
composed of nonverbal behaviours displayed ovéereimt modalities, of a sequence of
behaviours, or of expressions within one modahit thange dynamically.

Finally we have also presented an algorithm thatlutades the behaviour expressivity
of agents. Expressivity is an important cue of eamatl expressions. It can also be used
to define the general characteristics of the ageb&haviours. We have presented a
system where the expressivity parameters are apmutomatically from real human
behaviour.

In the future we will continue the research on mubidal emotional signals. Our work

will focus on the synchronisation between differembdalities (including the verbal

channel) as well as on the perception of emotioos fdifferent modalities. We also

plan to work also on full-body emotional expressiang. including the postures. We
would like to improve our expressivity model to mere related to the emotional state
of the agent. This can be achieved through peneeptudies.
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