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ABSTRACT

Previous work introduced the concept of artificial commensal com-
panions, i.e., embodied agents capable of interacting with humans
during meals. They are supposed to bring the benefits of eating
together in settings where a human would be forced to eat alone
(e.g., elderly, hospitalized patients, self-isolation, etc.). This paper
presents an experiment with a virtual agent and a human eating
together. We invited volunteers to bring a small meal and let them
chat briefly with the agent, simulating eating behaviors during the
conversation. After the experience, participants filled out a ques-
tionnaire, providing quantitative and qualitative feedback. While
results are encouraging (i.e., participants showed interest in eat-
ing with an agent), further work is still needed to provide more
convincing results.
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1 INTRODUCTION

Commensality, the act of eating together, is one of the most frequent
human multimodal interactive experiences. It is a social activity, as
the participants share food while chatting, discussing, and, often,
building or strengthening relationships. The nonverbal behavior
of the commensal partners is very rich, while they share attention
between food consumption and engagement in conversation with
others. Whether it’s a business lunch, a romantic dinner, or a meal
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in a noisy student canteen, gatherings around the table represent
a captivating reservoir of multimodal interactions enriched with
cultural subtleties and social norms.

There is an increasing interest in technology enhancing, facili-
tating, or enabling the commensal experience [17, 20, 23]. Recently,
Niewiadomski and colleagues introduced the concept of the Artifi-
cial Commensal Companion (ACC), an autonomous and “socially
intelligent agent designed to interact verbally and nonverbally with
humans during mealtime” [16]. Such companions should be able
to recognize human activities (e.g., whether the human partner is
eating, drinking, and so on), as well as objects on the table (such as
plates, types of foods), and be able to perform engaging interaction
with them. They are expected to provide human users some of
the benefits of traditional human-human commensality. Indeed,
eating alone is considered one of the most important factors of
unhappiness in developed societies [22]. It is believed, however,
that to obtain such a positive impact on human well-being, the
role of ACCs should not be reduced to just a dietary coach (e.g.,
[8]) or physical (e.g., feeding) assistant ([19]), but ACCs need to
become social partners aware of cultural and social norms at the
table [16]. Some attempts have been proposed for ACCs, mainly
using social robots [7, 10, 12, 16]. At the same time, more rare are
virtual systems with two notable examples: the virtual co-eating
system [24] and the virtual eating companion [13]. The first fea-
tures a character displayed on a mesh fabric, embedded with a facial
expression recognition module, able to make simple conversations.
The second is an active listener that facilitates the generation of
new ideas, with its eating behavior modeled based on quantitative
analysis of human dining behavior.

In the first part of the paper, we present our first realization of
such an artificial commensal companion. It is based on a virtual
character developed in Unreal that can display verbal and nonverbal
behavior. It includes a component responsible for tracking and
detecting human activities by analyzing facial expressions. The
application is capable of real-time interaction, thanks to a simple
webcam that detects the human user and can be displayed on any
screen, such as on a tablet or PC. The second part presents an
experimental protocol for validating our companion. Five naive
participants interacted with our companion while eating lunch. We
developed a questionnaire to evaluate the participants’ experience
and collect suggestions on improving our application.
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2 ARCHITECTURE

Our prototype of ACC is loosely inspired by the SAIBA and SE-
MAINE architectures [1, 26]. Our embodied agent cannot under-
stand human speech, and its behavior is generated by considering
the results of the analysis of the user’s facial expressions. The ar-
chitecture is presented in Figure 1.

The User Behavior Detection module recognizes main commen-
sal activities by analyzing the video stream from the webcam in
front of the user. A simple Behavior Planner module then uses the
detected labels to plan the agent’s behavior. Finally, the Behav-
ior Realizer displays the animation through a three-dimensional
full-body virtual woman character (see Figure 2).
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Figure 1: Overview of the Commensal Companion architec-
ture: the user’s activities (i.e., no activity, speaking, chewing,
other) are detected; the agent’s response behavior (i.e., speak-
ing, eating, smiling) is planned, based on a set of pre-defined
rules; the agent’s behavior is realized and displayed.

2.1 User Behavior Detection

Some relevant works on activity recognition in commensality were
recently proposed. Single activities, such as food intake or chewing,
are detected with wearable or specifically designed devices, such
as a smart fork [3, 6, 11]. [4, 21] detects when persons are eating
using video data, and [9] proposes a bite and chews counter based
on a pre-trained AlexNet network. Finally, [18] proposes an offline
model that recognizes actions related to food consumption and
social signals. Also, our model exclusively uses video data captured
by a standard video webcam. Intentionally, we do not collect the
audio data for privacy reasons, and recent studies show that speaker
detection is possible from video data only [2]. Currently, our module
distinguishes nearly in real-time between four classes: no activity,
speaking, chewing, and a garbage class of behavior other.

We leverage MediaPipe [14], which allows us to extract facial
features almost in real time. The input vector comprises 52 features
extracted on 0.5 seconds-long segments (i.e., 15 video frames). Next,
a fully connected 3-layer Multi-Layer Perceptron is employed with
RELU, 50 epochs, and a batch size 64. The model was trained offline
on the only freely available dataset for commensality [5] using
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training/testing split 80%/20%, achieving results up to 0.76 F-score
(four-class problem with the fourth class being a garbage class).

2.2 Agent Behavior Realization

We rely on the Unreal Engine[25] for the agent behavior realization
and, more specifically, the MetaHuman[15] plugin for rigging and
skinning. At the moment, the agent shows behavior to initiate the
conversation, displays some feedback to the speaking human user,
displays smiles, and simulates food consumption. Regarding the
latter, some previous prototypes consider such ability, e.g., [7, 12,
13].
More specifically, the following animations were created:

speaking 0: the agent utters “hi, how are you doing?”;
speaking 1: the agent utters “yeah!”;

speaking 2: the agent utters “why?”;

speaking 3: the agent utters “and how?”;

speaking 4: the agent utters “really? tell me more about that!”
speaking 5: the agent utters “let’s talk about something posi-
tive happening to you at the moment!”;

smiling: the agent smiles for a few seconds;

o eating: the agent takes a spoon of food and chews it for a
few seconds.

Figure 2: Control rig manipulation in Unreal Engine for cre-
ating commensal behavior animations with MetaHuman.

2.3 Agent Behavior Planning

The Behavior Planner uses a rules-based system to schedule actions
for the Behavior Realizer. The agent’s behavior depends on the
detected human behaviors. For instance, the agent intakes food
whenever it detects the human is eating, and it initiates conversa-
tion when it detects that the human is not speaking for a longer
period. The commands are sent through UDP packets so the User
Behavior Detection and Agent Behavior Planning modules can run
on a machine while the Agent Behavior Realizer is on a separate
machine. That will lower the computer load, as analyzing the user
and generating the agent animation in real time are GPU-intensive
tasks. The behavior planning rules are:

o if the interaction just started, after 5 seconds, send the speak-
ing 0 command;

o if the user was talking, then they stopped talking for 0.5
seconds, send the speaking N command, with 1 < N < 4;
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e if the user is not talking for 3 seconds, send the speaking 5
command;

o if the user is chewing, send the eating command,;

o if the user is smiling, send the smiling command.

3 EVALUATION

The evaluations of ACC prototypes are rare [7, 16, 24], and conse-
quently, user expectations and opinions regarding this technology
are poorly understood. The main aim of this preliminary evaluation
is to collect suggestions for possible improvements and to guide the
development of the next version through an iterative interaction
design process.

3.1 Procedure

A convenience sample of five participants was invited into a lab
on a specific day at lunchtime. They were instructed to bring a
meal they liked to eat for lunch, like a pizza slice or a homemade
salad. They were not provided any details about the experiment,
i.e., they were unaware that they would eat with a virtual agent.
When each participant arrived at the lab, they were provided two
forms to sign. The first was a written consent to participate in the
experiment, and the second was regarding GDPR. No personal data
(e.g., demographics) was collected during the test.

Figure 3: An example of a participant interacting with the
commensal companion while eating,.

Once the participants were ready to eat their meal the application
was launched, and the experimenter left the room for 3 minutes,
leaving the participant alone (see Figure 3). The agent is displayed
on a screen in front of the participant, and on the top is a webcam
used to track human behavior. Afterward, the experimenter re-
entered the room and provided the ad hoc questionnaire to evaluate
the user experience. The questionnaire is a combination of open (Q1-
Q4, Q6-Q11), binary (Q5, Q18), and 5-point Likert scale questions
(Q12-Q17). It can be accessed at DOI 10.17605/OSF.IO/FJ65Z.

3.2 Results

In the pilot study, we collected answers from five participants.
The answers indicate that the participants favor the general idea
of an artificial commensal companion; however, they promptly
enumerated the shortcomings of the current prototype. This can
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be deduced from the answers to Q16 and Q17. Four out of five
participants (avg Q17 = 3.6) would like to repeat the experience
with a different ACC. At the same time, the answers to Q16 show
no interest in repeating interaction with this specific system (avg
Q16 = 1.6). In a similar vein, most participants would prefer to have
the company of ACC than eat alone (Q5). The participants liked the
general idea, visual quality, animation, and gestures (Q1, Q2, Q4).
They described the experience as positive, weird, unusual, or fun
(Q1). They mainly criticized verbal communication, i.e., the agent
was repetitive and interrupting the human, and its verbal messages
were incoherent with the human’s verbal content (Q1, Q3, Q4). The
participant felt comfortable with the agent (avg Q12 = 3.4), which
was perceived as neither irritating (avg Q15 = 2.6) nor engaging
(avg Q14 = 1). Finally, when asked how much they enjoyed eating
with the ACC (Q13), the answers varied greatly, with an average of
2.4.

Due to the small number of participants, these results cannot be
considered conclusive. More interesting are the comments about ex-
pectations and possible improvements of the agent. The participants
indicate a need for more rich interaction and better synchroniza-
tion with human interaction partners (e.g., distinguishing better
moments when the human eats and speaks). Indeed, the negative
remarks about agents’ tendency to interrupt humans are probably
caused by the insufficient generalization capabilities of the User
Behavior Detection module. This appears to be the main prob-
lem, alongside the repetitiveness of behaviors. Interestingly, one
of the participants declared they would prefer the agent not to ask
questions but only answer their questions. Suggested applications
include the elderly and individuals in solitude, socio-healthcare
settings, and fast-food locals. The proposed risks primarily revolve
around privacy concerns, tendencies toward self-isolation, and the
abandonment of social habits.

4 CONCLUSIONS

In this paper, we have introduced an autonomous virtual agent
acting as an Artificial Commensal Companion. The preliminary
evaluations show several interesting insights into this system that
will be considered in future versions of our system.

The obvious limitation of the current version consists of the
number and variety of behaviors the agent can display. The partici-
pants’ comments indicate shortcomings of the detection module in
a real-life setting. The agent requires richer and more multimodal
behavior, and the evaluation should be repeated with more partici-
pants, including longer and multiple interaction sessions with the
same participant. Future steps beyond addressing the shortcomings
above include testing different visual models (e.g., gender, sitting
agent) and exploring various embodiments, including social robots.
Nonetheless, the general comments regarding Artificial Commensal
Companions are positive and encourage further research.
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