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Abstract. In this paper we propose a multimodal approach to distin-
guish between movements displaying three different expressive qualities:
fluid, fragmented, and impulsive movements. Our approach is based on
the Event Synchronization algorithm, which is applied to compute the
amount of synchronization between two low-level features extracted from
multimodal data. In more details, we use the energy of the audio respira-
tion signal captured by a standard microphone placed near to the mouth,
and the whole body kinetic energy estimated from motion capture data.
The method was evaluated on 90 movement segments performed by 5
dancers. Results show that fragmented movements display higher aver-
age synchronization than fluid and impulsive movements.

Movement analysis, expressive qualities, respiration, synchronization.

1 Introduction

Expressive qualities of movement refer to how a movement is performed. The
same movement can be performed with different qualities, e.g., in a fluid, frag-
mented, hesitant, impulsive, or contracted way. Expressive qualities are a very
relevant aspect of dance, where e.g., they convey emotion to external observers.
They also play an important role in rehabilitation, sport, and entertainment
(e.g., in video-games). Several computational models and analysis techniques for
assessing and measuring expressive movement qualities have been proposed (see
e.g., [14] for a recent review), as well as algorithms to automatically detect and
compute expressive qualities of a movement (e.g., [2]). In this paper, we propose
a multimodal approach to analysis of expressive qualities of movement, integrat-
ing respiration and movement data. Whilst motion capture systems, often used
to analyze human behavior, provide precise and accurate data on human motion,
they are very invasive and cannot be used in several scenarios e.g., in artistic
performance. In the long term, the multimodal technique discussed here for dis-
tinguishing between expressive qualities may make the use of motion capture
systems dispensable.
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Respiration is of paramount importance for body movement. Respiration is
strongly related to any physical activity. The interaction between body move-
ment and respiration is bidirectional. The respiration pattern may provoke cer-
tain visible body movements, e.g., in the case of laughter [15]. It can also be
influenced by body movements, e.g., huddling oneself up corresponds to the
expiration phase. Rhythm of respiration synchronizes with repetitive motoric
activities such as running [8]. Several physical activities such as yoga or tai-chi
explicitly connect physical movement to respiration patterns. In this work dance
is taken as a use case. During a dance performance, dancers are used to dis-
play a huge variety of expressive qualities, and they dedicate a lot of effort and
time to exercise their expressive vocabulary. Thus, one can expect that various
performances by the same dancer, conveying different expressive qualities, can
provide a solid ground to base our study upon.

In this paper, we hypothesize that different multimodal synchronization pat-
terns can be observed for movements performed with different expressive qual-
ities. Movements displaying different qualities such as fluid, fragmented, or im-
pulsive movements engage different parts of the body to different extents. For
example, whilst fluid movements are propagated along the kinematic chains of
the body, impulsive and fragmented movements usually engage most of the body
parts at once. Consequently, respiration patterns may be influenced by the ex-
pressive quality of movement. To confirm our hypothesis, we study intrapersonal
synchronization between two features, one extracted from the audio signal of res-
piration and one from motion capture data.

The paper is organized as follows: in Section 2, we present existing works on
analysis of human movement and of respiration signals; in Section 3, we describe
the expressive qualities we study in this paper; Section 4 presents our dataset;
Section 5 describes the techniques we developed and tested in the experiment
presented in Section 6; we conclude the paper in Section 7.

2 State of the art

Several works analyzed respiration in sport activities such as walking and run-
ning [4, 8], and rowing [3]. Respiration data was also used to detect emotions
[11]. Bernasconi and Kohl [4] studied the effect of synchronization between res-
piration rhythm and legs movement rhythm to analyze efficiency in physical
activities such as running or cycling. They measured synchronization as a per-
centage of the coincidence between the beginning of a respiration phase and the
beginning of a step (or a pedaling cycle). According to their results, the higher is
synchronization the higher is efficiency and the lower is consumption of oxygen.

Bateman and colleagues [3] measured synchronization between the start of a
respiration phase, and the phase of a stroke in rowing by expert and non-expert
rowers. Respiration phases were detected with a nostril thermistor, whereas the
stroke phase (1 out of 4) was detected from the spinal kinematics and the force
applied to the rowing machine. The higher synchronization the higher stroke
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rate was observed for expert rowers. Additionally, the most frequently observed
pattern consisted of two breath cycles per stroke.

Schmid and colleagues [22] analyzed synchronization between postural sway
and respiration patterns captured with a respiratory belt at chest level. A differ-
ence was observed in respiration frequency and amplitude between sitting and
standing position.

In most of the works that consider respiration, data is captured with respira-
tion sensors such as belt-like strips placed on the chest, or other very dedicated
devices. An example of such a device is the CO2100C module by Biopac 1 that
measures the quantity of CO2 in the exhaled air. This sensor is able to detect
even very short changes of carbon dioxide concentration levels. Unfortunately,
this method is very invasive, thus several alternative solutions were proposed
(see [7],[20] for recent reviews). Folke and colleagues [7] proposed three major
categories of measurements for the respiration signal:

– movement, volume, and tissue composition measurements, e.g., transthoracic
impedance measured with skin electrodes placed on chest;

– air flow measurements, e.g., nasal thermistors;
– blood gas concentration measurements, e.g., the pulse - oximetry method

that measures oxygen saturation in blood.

. Several works focused on tracheal signals. Huq and colleagues [9] distinguished
the respiration phases using the average power and log-variance of the band-
pass filtered tracheal breath. In particular, the strongest differences between the
two respiratory phases were found in the 300–450Hz and 800–1000Hz bands for
average power and log-variance respectively. Jin and colleagues [10] segmented
breath using tracheal signals through genetic algorithms.

Another popular approach is to use Inertial Measurement Units (IMUs). In
[13] a single IMU sensor was placed on the person’s abdomen and it was used to
extract the respiration pattern. The raw signal captured with the IMU device
was filtered with an adaptive filter based on energy expenditure (EE) to remove
frequencies that are not related to respiration. Three classes of activities were
considered: Low EE (e.g., sitting) Medium EE (e.g., walking), and High EE (e.g.,
running).

Some works used the audio signal of respiration captured with a microphone
placed near the mouth. In [1], the audio of respiration was used to detect the res-
piration phases. For this purpose, authors first isolated the respiration segments
using a Voice Activity Detection (VAD) algorithm based on short time energy
(STE). Next, they computed Mel-frequency cepstrum coefficients (MFCC) of res-
piration segments, and they used MFCC and a linear thresholding to distinguish
between the two respiration phases. Yahya and colleagues [23] also classified res-
piration phases from audio data. Again, a VAD algorithm was applied to the
audio signal to extract the respiration segments. Next several low-level audio
features extracted from the segments were used by a Support Vector Machine
(SVM) classifier to separate the exhilaration segments from the inspiration ones.

1 http://www.biopac.com/
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Ruinskiy and colleagues [21] aimed to separate respiration segments from
voice segments in audio recordings. First, they created a respiration template
using a mean cepstrogram matrix for each participant. Next they used it to
compute a similarity measurement between the template and an input segment
in order to classify the input segment as a breathy/not breathy one.

Compared to the state-of-the-art, this work brings the following contribu-
tions:

– according to the authors’ knowledge, this is the first work that uses infor-
mation extracted from the respiration data to distinguish between different
expressive qualities of movement,

– contrary to most of previous works, we use a standard microphone to study
respiration and we capture respiration data from the microphone placed
near to the mouth. This approach is appropriate to capture e.g., dancers
respiration patterns, because dancers do not speak during a performance,
but they move a lot and cannot wear invasive devices. Our approach is less
invasive than other approaches based on other respiration sensors.

3 Definitions of expressive qualities

Recently, Camurri and colleagues [5] proposed a conceptual framework conceived
for analysis of expressive content conveyed by whole body movement and gesture.
The framework consists of four layers: the first one is responsible for capturing
and preprocessing data from sensor systems, including video, motion capture,
and audio. The second one computes low-level motion features such as energy or
smoothness at a small time scale (i.e., frame by frame or over short time windows
e.g., 100ms–150ms long) from such data. The third layer computes mid-level fea-
tures such as fluidity, impulsivity, and so on, i.e., complex higher-level qualities
that are usually extracted on groups of joints or on the whole body, and require
significantly longer temporal intervals to be detected (i.e., 0.5s–3s). Finally, the
fourth layer corresponds to even higher-level communicative expressive qualities,
such as the user’s emotional states and social attitudes. Following this frame-
work, in this paper we focus on three expressive movement qualities belonging
to the third layer, i.e., fluid, fragmented, and impulsive movements. These three
qualities at layer 3 are modeled in terms of features at layers 1 and 2. Below, we
recall the definitions of these qualities.

Fluid movement. A fluid movement is characterized by the following proper-
ties [18]:

– the movement of each involved body joint is smooth;
– the energy of movement (energy of muscles) is free to propagate along the

kinematic chains of (parts of) the body according to a coordinated wave-like
propagation.

Fluidity is a major expressive quality in classical dance and ballet. Outside the
dance context, fluid movements are, for example, body movements as in the
butterfly swimming technique, or moving as a fish in the water.
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Fragmented movement. A fragmented movement is characterized by:

– non coordinated propagation of energy between adjacent body joints, i.e.,
only “bursts” of propagation are observed;

– autonomous movements of different parts of the body, i.e., autonomous and
non (or lowly) correlated sequences of “free” followed by “bound” movements
(in Laban’s Effort terms [12]): typically, a joint alternates a free movement
(e.g., for a short time interval) with a “bound” movement;

– joints movements are neither synchronized nor coordinated among them-
selves: an observer perceives the whole body movement as composed by parts
of the body obeying to separate and independent motor planning strategies,
with no unified, coherent, and harmonic global movement.

Such movements are typical, for example, in contemporary dance.

Impulsive movement. An impulsive movement is characterized by [16]:

– a sudden and non predictable change of velocity;
– no preparation phase.

Examples of impulsive movements are avoidance movements (e.g., when hearing
a sudden and unexpected noise) or a movement to recover from a loss of balance.
It is important to notice that impulsivity is different from high kinetic energy.
Quick but repetitive movements are not impulsive.

4 Experimental setup

We collected a set of short performances of dancers asked to perform whole body
movements with a requested expressive quality. Five female dancers were invited
to participate in the recordings. They performed short performances focusing on
one of the three selected expressive qualities. Each trial had a duration of 1.5
to 2 minutes. At the beginning of each session, dancers were given definitions of
the expressive quality by means of textual images (more details on the recording
procedure are available in [17]). The dancers were asked to perform: (i) an im-
provised choreography containing movements that, in their opinion, express the
quality convincingly, as well as (ii) several repetitions of predefined sequences of
movements by focusing on the given expressive quality.

A custom procedure was defined to obtain and record several impulsive move-
ments: the blindfolded dancer was induced to express this quality by an external
event (e.g., an unexpected touch). When she perceived a touch on her body, she
had to imagine that she was touched by a hot stick that she had to avoid. Thus,
for impulsive trials, the dancer was, by default, performing fluid movements and
impulsive movements appears only when she is touched (for more details see
[17]). Each quality was performed by two different dancers.

We recorded multimodal data captured with (i) a Qualisys motion capture
system, tracking 6 single markers and 11 rigid bodies (10 on the body and 1
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Fig. 1. Block diagram of the analysis procedure. Event Synchronization takes as input
events detected in the time-series of energy of the audio signal of respiration and in
the time-series of kinetic energy from motion capture data.

on the head) plates at 100 frames per second; resulting data consists of the 3D
positions of 60 markers; (ii) one wireless microphone (mono, 48kHz) placed close
to the dancer’s mouth, recording the sound of respiration; (iii) 2 video cameras
(1280x720, at 50fps).

The freely available EyesWeb XMI platform, developed at University of
Genoa2, was used for synchronized recording and analysis of the multimodal
streams of data. Motion capture data was cleaned, missing data was filled using
linear and polynomial interpolation.

5 Analysis techniques

Our aim is to check whether the overall amount of synchronization between low-
level features from movement and from the audio signal of respiration enable us
to distinguish between the three selected expressive qualities. In more details,
we consider one audio feature: the energy of the audio signal, and one movement
feature: the kinetic energy of the whole body movement. These features were
chosen as they can be easily computed in real-time. In the future, we plan to es-
timate kinetic energy with sensors, which are less invasive than a motion capture
system, such as IMUs. We define events to be extracted from the time-series of
the low-level features and then we apply the Event Synchronization algorithm
[19] to compute the amount of synchronization between the events detected in
the two energy time-series. Figure 1 shows the details of our approach.

5.1 Feature extraction

The audio signal was segmented in frames of 1920 samples. To synchronize the
motion capture data with the audio signal, the former was undersampled at
25fps. Next, body and audio features were computed separately at this sampling
rate.
2 http://www.infomus.org/eyesweb_ita.php
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Motion capture. Motion capture data was used to compute one movement
feature: kinetic energy. This feature was computed in two stages: first, 17 mark-
ers from the initial set of 60 were used to compute the instantaneous kinetic
energy frame-by-frame. The velocities of single body markers contribute to the
instantaneous kinetic energy according to the relative weight of the correspond-
ing body parts as retrieved in anthropometric tables [6]. In the second step, the
envelope of the instantaneous kinetic energy was extracted using an 8-frames
buffer.

Respiration. The instantaneous energy of the audio signal was computed using
Root Mean Square (RMS). This returns one value for every input frame. Next,
we extracted the envelope of the instantaneous audio energy using an 8-frames
buffer.

5.2 Synchronization

The Event Synchronization (ES) algorithm, proposed by Quian Quiroga and
colleagues [19], is used to measure synchronization between two time series in
which some events are identified. Let us consider two time-series of features: x1

and x2. For each time-series xi let us define t
xi as the time occurrences of events

in xi. Thus, t
xi
j is the time of the j-th event in time-series xi. Let mxi be the

number of events in xi. Then, the amount of synchronization Qτ is computed
as:

Qτ =
cτ (x1|x2) + cτ (x2|x1)√

mx1mx2

(1)

where

cτ (x1|x2) =

mx1∑
i=1

mx2∑
j=1

Jτ
ij (2)

and

Jτ
ij =


1 if 0 < ti

x1 − tj
x2 < τ

1/2 if ti
x1 = tj

x2

0 otherwise

(3)

τ defines the length of the synchronization window. Thus, events contribute to
the overall amount of synchronization, only if they occur in a τ -long window.

In order to apply the ES algorithm to our data, two steps were needed:
(i) defining and retrieving events in our two time-series, and (ii) tuning the
parameters of the ES algorithm.

Events definition We defined as events the peaks (local maxima) of kinetic
and audio energy. To extract peaks, we applied a peak detector algorithm that
computes the position of peaks in an N-size buffer, given a threshold α defining
the minimal relative “altitude” of a peak. That is, at time p, the local maximum
xp is considered a peak if the preceding and the following local maxima xi and
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Fig. 2. Three excerpts of the two time-series of energy (audio energy and kinetic en-
ergy), representing an example of fluid, fragmented, and impulsive movement respec-
tively (lower panel), and the events extracted from the two time-series and provided
as input to the ES algorithm (upper panel).

xj are such that xi + α < xp and xj + α < xp, i < p < j, and there is no other
local maximum xk, such that i < k < j. We empirically chose the buffer size to
be 10 frames (corresponding to 400ms) and α = 0.4465. Figure 2 shows three
excerpts of the two time-series, representing an example of fluid, fragmented, and
impulsive movement respectively, and the events the peak detector extracted.

Algorithm tuning Next, the ES algorithm was applied to the events identified
in the previous step. At each execution, the ES algorithm works on a sliding
window of the data and it computes one value – the amount of synchronization
Qτ . In our case, the value of ES is reset at every sliding window. Thus, the past
values of ES do not affect the current output. The algorithm has two parameters:
the size of the sliding window dimsw and τ . The size of the sliding window was
set to 20 samples (corresponding to 800ms at 25fps). This value was chosen
as the breath frequency of a moving human is in between 35 and 45 cycles per
minute. Thus, 800ms corresponds to half of one breath. We analyzed multimodal
synchronization with all τ in interval [4, dimsw ∗ 0.5] (i.e., not higher than half
of the size of the sliding window dimsw).

6 Data analysis and results

To check whether our approach can distinguish between the three selected ex-
pressive qualities, we analyzed the data described in Section 4. Our hypothesis
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is: there are significant differences in the synchronization between the peaks
of energy in respiration audio and body movement among the three expressive
qualities. At the same time, we expect that there is no significant difference in
the synchronization between the peaks of energy in respiration audio and body
movement among the different dancers within one single expressive quality. We
describe the details below.

6.1 Dataset

Two experts in the domain of expressive movement analysis segmented the data.
They selected segments where only one out of the three expressive qualities was
clearly observable. Thus, segmentation was based not only on the dancer’s ex-
pressive intention, but also on the observer’s perception of the expressive quality
the dancer displayed. Additionally, it was checked whether the audio segments
contained only the respiration sounds (segments should not contain any noise
that may occasionally occur during the recordings e.g., by unintentionally touch-
ing the microphone). The resulting dataset is composed of 90 segments3 of multi-
modal data by five dancers. Total duration is 9 minutes and 20 seconds. Segments
are grouped into three sets, according to the expressive quality they display:

– Fluid Movements Set (FluidMS ) consisting of 15 segments by Dancer 1 and
15 segments by Dancer 2 (average segment duration 7.615s, sd = 3.438s);

– Fragmented Movements Set (FragMS ) consisting of 15 segments by Dancer 3
and 15 segments by Dancer 4 (average segment duration 5.703s, sd = 2.519s);

– Impulsive Movements Set (ImplMS ) consisting of 15 segments by Dancer 1
and 15 segments by Dancer 5 (average segment duration 5.360s, sd = 1.741s).

Due to the complexity of the recording procedure, at the moment we do not
have data of one single dancer performing movements displaying all the three
expressive qualities. To limit the effect of the particular dancer’s personal style
we use, for each quality, segments performed by two different dancers.

6.2 Results

For each segment and each considered value of τ , we computed the average value
(AvgQτ ) of the amount of synchronization Qτ on the whole segment. Next, we
computed the mean and standard deviation of AvgQτ separately for all fluid,
fragmented, and impulsive segments (see the 4th column of Tables 1 - 3).

To check for differences between the amount of synchronization in the seg-
ments in FluidMS, FragMS, and ImplMS, we applied ANOVA with one inde-
pendent variable, Quality, and one dependent variable, AvgQτ . All post hoc
comparisons were carried out by using the LSD test with Bonferroni correction.
Similar results were obtained for all the tested τ . A significant main effect of
Quality for τ = 4 was observed, F (2, 87) = 10.973, p < .001. Post hoc com-
parisons indicated that multimodal synchronization in fragmented movements

3 An example of a segment can be found at: https://youtu.be/wtRudXarx0Y
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was significantly higher compared to the impulsive (p < .01), and fluid ones
(p < .001). A significant main effect of Quality for τ = 6 was also observed,
F (2, 87) = 9.650, p < .001. Post hoc comparisons showed that multimodal syn-
chronization in fragmented movements was significantly higher than in impulsive
(p < .01), and fluid ones (p < .001). A significant main effect of Quality for τ = 8
was also observed, F (2, 87) = 6.903, p < .01. Post hoc comparisons indicated that
multimodal synchronization in fragmented movements was significantly higher
compared to the impulsive (p < .05), and fluid ones (p < .01). A significant main
effect of Quality for τ = 10 was also observed, F (2, 87) = 6.929, p < .01. Post
hoc comparisons indicated again that multimodal synchronization in fragmented
movements was significantly higher compared to the impulsive (p < .05), and
fluid ones (p < .01).

Next, for each Quality and each τ we checked whether there are significant
differences between the dancers using independent samples t-tests. Similar re-
sults were found for most of the τ values (see Tables 1 - 3). For τ = 4, there
was no significant difference for the FluidMS segments (two tailed, t = −.083,
df = 28, p = .934), and for the ImplMS segments (two tailed, t = .600, df = 28,
p = .553). A significant difference between the two dancers was only observed
for the FragMS segments (two tailed, t = 2.151, df = 24.26, p < .05, corrected
because of significance of the Levene’s test). For τ = 6, no significant differences
were observed (FluidMS : two tailed, t = −.267, df = 28, p = .791; ImplMS : two
tailed, t = 1.200, df = 28, p = .233; FragMS : two tailed, t = 1.950, df = 28,
p = .061). For τ = 8, there was no significant difference between dancers for
the FluidMS segments (two tailed, t = −.498, df = 28, p = .623), and for the
ImplMS segments (two tailed, t = .288, df = 28, p = .775). A significant differ-
ence between the two dancers was, however, observed for the FragMS segments
(two tailed, t = 2.193, df = 28, p < .05). For τ = 10, there was no significant
difference neither for the FluidMS segments (two tailed, t = −.546, df = 28,
p = .589), nor for the ImplMS ones (two tailed, t = −.247, df = 28, p = .807).
A significant difference between the two dancers was observed for the FragMS
segments (two tailed, t = 2.303, df = 28, p < .05).

Table 1. Mean and standard deviation of AvgQτ for fluid movements.

τ Dancer 1 Dancer 2 Total

τ = 4 0.185 (0.090) 0.188 (0.135) 0.187 (0.113)
τ = 6 0.284 (0.121) 0.298 (0.165) 0.291 (0.143)
τ = 8 0.352 (0.124) 0.378 (0.153) 0.365 (0.138)
τ = 10 0.392 (0.116) 0.419 (0.160) 0.406 (0.137)

6.3 Discussion

According to the results, our hypothesis was confirmed as multimodal synchro-
nization between the energy of the audio signal of respiration and the kinetic
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Table 2. Mean and standard deviation of AvgQτ for fragmented movements.

τ Dancer 3 Dancer 4 Total

τ = 4 0.415 (0.186) 0.292 (0.123) 0.354 (0.167)
τ = 6 0.512 (0.191) 0.395 (0.134) 0.454 (0.173)
τ = 8 0.552 (0.170) 0.438 (0.111) 0.495 (0.153)
τ = 10 0.590 (0.167) 0.473 (0.105) 0.532 (0.149)

Table 3. Mean and standard deviation of AvgQτ for impulsive movements.

τ Dancer 1 Dancer 5 Total

τ = 4 0.241 (0.191) 0.208 (0.093) 0.225 (0.149)
τ = 6 0.353 (0.171) 0.292 (0.095) 0.323 (0.139)
τ = 8 0.379 (0.180) 0.394 (0.106) 0.387 (0.145)
τ = 10 0.425 (0.147) 0.437 (0.111) 0.431 (0.128)

Fig. 3. Box plots of the amount of synchronization for fluid, fragmented, and impulsive
movements, respectively.

energy of whole body movement allowed us to distinguish between the selected
expressive qualities. In particular, audio respiration and kinetic energy were
found to be more synchronized in fragmented movements than in impulsive and
fluid movements. There was no significant difference between impulsive and fluid
movements. This might be due to the type of exercise we asked the dancers to
perform. In most impulsive segments, dancers were asked to perform one im-
pulsive movement (e.g., when they get touched) while they were moving in a
fluid way. Thus, even if the impulsive segments were rather short, it cannot be
excluded that the average amount of synchronization in impulsive movements
was also affected by the dancer’s fluid movements performed before and after
the impulsive reaction to the external stimulus.

Significant differences between dancers were found only for fragmented move-
ments. It should be noticed, however, that in the case of fragmented movements
the average amount of synchronization for any out of 2 considered dancers was
much higher than the average synchronization values for any other quality and
dancer.
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7 Conclusion and future work

In this paper, we proposed a novel approach for distinguishing between expressive
qualities of movement from multimodal data, consisting of features from the
audio signal of respiration and from body movement. According to the results,
our technique – based on the Event Synchronization algorithm – was successful
in distinguishing between fragmented and other movements.

This is ongoing work: our long-term aim is to detect different expressive
qualities without using a motion capture system. For this purpose, we plan to
use data from IMU sensors placed on the dancer’s limbs, and to estimate her
kinetic energy (and possible further features) using these input devices. This
would allow us to eliminate the need of using motion capture systems. At the
same time, we want to extract from audio more precise information about the
respiration phase. We also plan to study further audio features e.g., MFCC, that
proved successful in detection of respiration phases [1].

The results of this work will be exploited in the framework of the EU-H2020
ICT Project DANCE4, which aims at investigating how sound and music can
express, represent, and analyze the affective and relational qualities of body
movement. To transfer vision into sound, however, models and techniques are
needed to understand what we see when we observe the expressive qualities of
a movement. The work presented here is a step toward multimodal analysis of
expressive qualities of movement and is propaedeutic to their multi- and cross-
sensorial translation.
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