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Abstract

A model of multimodal sequential expressions of emotion
for an Embodied Conversational Agent was developed. The
model is based on video annotations and on descriptions
found in the literature. A language has been derived to de-
scribe expressions of emotions as a sequence of facial and
body movement signals. An evaluation study of our model
is presented in this paper. Animations of 8 sequential ex-
pressions corresponding to the emotions - anger, anxiety,
cheerfulness, embarrassment, panic fear, pride, relief, and
tension - were realized with our model. The recognition rate
of these expressions is higher than the chance level making
us believe that our model is able to generate recognizable
expressions of emotions, even for the emotional expressions
not considered to be universally recognized.

1. Introduction

The importance of emotional displays in embodied con-
versational agents (ECAs) was often stressed. The agent
displaying emotional states is perceived as more engag-
ing [26]. The emotional expressions were found to be use-
ful in understanding ambiguous text messages [8] and in
increasing user’s attention [26]. They also influence the
credibility and trustworthiness of an ECA [20]. The re-
search on emotional expressions was strongly influenced by
the work of Paul Ekman and his colleagues [6] who postu-
late the existence of universal emotional expressions that
can be described at the apex. They described six such ex-
pressions displayed on the face: anger, disgust, joy, fear,
sadness, surprise. Recent studies show that several emo-
tions are expressed by a set or a sequence of different non-
verbal behaviors which are arranged in a certain interval of

time (e.g. [11, 24]) rather than by a static facial expression.
The expressions of emotional states are dynamic and can
be displayed over different modalities like face, gaze and
head movement [11], gestures [11], or posture [19, 27]. In-
terestingly, these signals do not have to occur simultane-
ously [11].

For the purpose of this work we called these expressions
multimodal sequential expressions of emotions. They may
be composed of nonverbal behaviors displayed over differ-
ent modalities, of a sequence of behaviors, or of expres-
sions that change dynamically within one modality. A sys-
tem that generates multimodal sequential expressions has
recently been proposed in [16]. It is composed of a lan-
guage that describes such expressions (from annotating real
data) and of the algorithm that uses such a description to
generate automatically the expressions of emotions. In this
paper we present a first evaluation of the system. We are
particularly interested in showing that multimodal sequen-
tial expressions are useful in the communication of emo-
tions, even of emotions others than the universally recog-
nized ones e.g. pride or relief.

In this evaluation we considered eight different emo-
tional states: anger, anxiety, cheerfulness, embarrassment,
panic fear, pride, relief, and tension. To create believable
multimodal expressions for each emotion to be displayed
by the agent, data is needed on the sequence of appearance
of different behaviors. We took two approaches to reach
this aim. On one hand we gathered data from the literature
and on the other hand we annotated manually visual data.

The remaining part of this paper is structured as follows.
The next section is dedicated to an overview of the com-
putational models on multimodal sequential expressions.
Then section 3 describes research of emotional displays as
well as lists the results of the emotional displays evalua-
tions. Section 4 describes the annotation process that was
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realized for the purpose of this study, while section 5 is a
brief introduction to how the computation of multimodal
sequential expressions is realized. The results of our eval-
uation study of multimodal sequential expressions are pre-
sented in section 6 and section 7 concludes the paper.

2. State of art

Several systems exist that use more complex displays to
communicate emotions than facial expressions at their apex.
Xueni Pan et al. [17] proposed an approach to display emo-
tions that cannot be expressed by static facial expressions
but are expressed by certain sequences of signals (facial and
head movements). First of all, certain sequences of signals
were extracted from a video-corpus. From this real data
Pan et al. built a directed graph in which the arcs are the
observed sequences of signals and nodes are possible transi-
tions between them. Different paths in the graph correspond
to different expressions of emotions. New animations can
be generated by reordering the observed displays.

Ruttkay [22] proposed a system that allows a human de-
signer to modify a facial expression animation defined by
default by a trapezoid onset-apex-offset. For any single fa-
cial signal (e.g. FAP), one can manually define the course
of its animation. The plausibility of the final animation is
assured by a set of constraints. The constraints are defined
on the key-points of the animation for any of the facial ani-
mation parameters. A different interface for the generation
of facial expressions of an avatar is proposed in [25]. Us-
ing 2D custom control space the user might deform both
the geometry and the texture of a facial model. The ap-
proach is based on principal component analysis of the im-
ages database showing a variety of facial expressions of one
subject. It allows one to generate realistic still images as a
fluent sequence of expressions.

On the other hand, Paleari et al. [15] and Malatesta et
al. [14] use manually defined sequential expressions in-
spired by Scherer’s appraisal theory [23]. They consider
a limited number of emotions and placed the emphasis on
the temporal relations between different dynamic elements
of the expression and their link with the consecutive stages
of cognitive evaluations. A facial expression is not activated
at once and with unity, rather animation parameters are ac-
tivated at different moments. The final result is an anima-
tion of a sequence of several micro-expressions of cognitive
evaluations. Both approaches, the additive [14] and the se-
quential one [14, 15], were evaluated subsequently in [14].
In this experiment the synthetic expressions of fear and hot
anger, which could be either an additive or a sequential pre-
sentation of facial expressions were rated by 20 participants.
Results show an above chance level recognition of the cor-
rect emotions in the case of the additive approach, whereas
the sequential approach gives recognition results marginally
above random choice.

The evaluation of the expressions of a robot, Kismet,
from still pictures and from videos presenting multimodal
dynamic expressions is described in [3]. In a first test seven
still images of anger, disgust, fear, happiness, sorrow, sur-
prise and stern expressions were evaluated by 17 partici-
pants. The participants chose the best match from ten labels.
In a second test seven people evaluated 7 videos of Kismet
performing 7 different emotional expressions involving face
and body movements using a forced choice 7-element ques-
tionnaire. The participants performed significantly above
chance level, with overall stronger recognition performance
in a second test than on the still images alone. The data from
the video studies suggest that witnessing the movement of
the robot’s face and body strengthens the recognition of the
expression.

3. Background

Some observational studies [9–12, 21,24] have explored
the complexity of emotional expressions in terms of their
dynamics and/or multimodality. Keltner [11] studied the se-
quence of facial and gestural movements in embarrassment.
She relied on the analysis of their appearance frequencies
in audio-visual data. The typical expression of embarrass-
ment starts from a downward gaze or gaze shifts which are
followed by “controlled” smiles. These smiles are often ac-
companied by pressed lips. At the end of the expression the
movement of the head to the left was often observed as well
as some face touching gestures [11].

Shiota and colleagues on the other hand, studied three
positive emotions: awe, amusement, pride [24]. They
showed that these three could be expressed by a set of pos-
sible signals, sometimes with asynchronous onsets, offsets
and apices. Not all signals have to be present at the same
time, for such to be recognized as a display of a particular
emotional state. In the expression of pride [24], for exam-
ple, Shiota et al. observe a mild Duchenne smile (AUs 6 +
12) with compressed lips (AU 24) and some straightening
of the back. They note that pride can also be often accom-
panied by some pulling back of the shoulders to expose the
chest and by a slight head lift.

Another emotion considered is anxiety [10] which is
displayed using partial facial expressions of fear (i.e. the
expression of fear by the open mouth), mouth stretching
movements, eyes blinking, and non-Duchenne smiles. Ex-
pressions of other emotional states were also analyzed,
among others, amusement [9, 24], shame [9, 11], awe
[12,24], confusion [21], and worry [21].

We gathered the data about other emotional expressions
from the annotation of a video-corpus. This process is de-
scribed in the next section.



4. Annotation

To create an expressive multimodal agent we need data
about the behaviors. Besides gathering data from observa-
tional studies (see section 3), a work of annotation has been
done. Five emotional states (anger, cheerfulness, panic fear,
relief, and tension) have been annotated by a FACS expert
with at least two cases per state. The audiovisual clips were
extracted from several live TV programs, from the EmoTV
corpus [1], the Belfast Naturalistic Emotional Database [4]
and the HUMAINE database [5]. The people observed in
the chosen clip extracts were non actors, placed in a natural
emotional situation.

The video annotations were realized with Anvil v4.7.6
[13], a software enabling the description of audio visual
recordings. The clips were described in term of facial, body
and head movement and gaze changes. One track has also
been defined for the emotional label and its intensity. The
face changes have been annotated with the Facial Action
Coding System [7] (one track per Action Unit), while the
body, head and gaze movements have been described in
an ad hoc format. Body changes were described verbally,
as no succinct system of body movement relevant to emo-
tions is in use at the moment. Head and gaze movements
were also described verbally, in order to indicate the con-
textual meaningful reference rather than simply locational
references. For example, in panic fear, head is described as
moving away from the threatening stimulus or in another
case turning towards other people for social support rather
than turning left or right. The attributed emotion was de-
fined mostly from the situation, e.g. in a video of a person
awaiting an extremely important event, the emotional state
was annotated as tension. Although only a very short extract
was annotated, limited strictly to the emotional expression,
a longer part of the video clip was viewed to enable the
comprehension of the context.

In the emotional states that have been annotated we
found that the face is often not the only mode of expression
of any internal state. For example in relief, it is the body’s
drop of tension that is most spectacular, with its efferent
movements, such as jaw dropping, backward projection of
the head or thrust of the hands into the air. Often the facial
mimicry is minimal and mostly insufficient for the under-
standing of the affective changes, e.g. closing of the eyes
and mouth opening per se do not lead to an attribution of the
label “relief”. What is more, some movements seem to be
an expression of arousal: the general shaking of body parts
(mostly of the head) is present in the strong emotional states
of joy, anger and tension. In some other states, however,
one can see some movements typical of that emotional state,
e.g. in cheerfulness characteristic large upward arm move-
ments and changes in the posture involving numerous head
tilts and forward torso movements were observed. In relief,
the movements may be also large, however not repeated but

consisting rather of one movement (one throw of the arms
in the air; one semi-circular throw of the head backwards).
There is generally only a limited number of changes of pos-
ture from a tensed and immobile to a more relaxed one and
a change in the focus (head and gaze shifting from the im-
portant stimulus to the surrounding). The latter change of
focus is also observed in the panic fear states: after the first
reaction and evaluation of the threatening stimulus, the per-
son turns towards the surrounding environment, scanning
it without paying attention to any particular elements. The
arm movements are quick, jerky and numerous. Most of
the time they are self-center, e.g. a hand touching the chest
or the face, or a hand covering the mouth or the eyes. The
hand displacements can be very limited, such as in anxiety,
although the body is generally shifted backwards substan-
tially, away from the threat by means of large movements.
In tension, no shift of body is observed during the whole
episode, the movements are scarce and in the large majority
limited to the face. The head and the gaze are constantly
focused on the important stimulus. In anger on the other
hand the movements are numerous, with constant changes
in all the modalities: in the face (mostly eyebrow actions
and tensed actions of the mouth), arms (large beats, place-
ment of the hands on the hips) and in the torso (forward
movements).

To conclude, the manual annotation of the particular
clips depicting emotional behavior was used to obtain rel-
evant data for the creation of a repertoire of expressions
for an ECA. With the individualized selection of clips, with
among the criteria the feasibility element on the ECA plat-
form, the annotations complete the theoretical and observa-
tional studies and procure additional information concern-
ing emotional nonverbal behavior.

5. Computation of multimodal sequential ex-
pressions of emotions

A model of multimodal sequential expressions of emo-
tions has been elaborated from two approaches, namely
from the annotation of real data (see section 4) and from
data reported from the literature (see section 3). To go be-
yond agents showing simply static facial expression of emo-
tion, a representation scheme that encompasses dynamics
of multimodal expressions is defined. Based on such a se-
quential multimodal behavior representation, an algorithm
is drawn. The main task of this algorithm [16] is to gen-
erate emotional expressions that are composed of different
signals partially ordered in time and belonging to different
nonverbal communicative channels. These expressions can
be of any duration while the duration of constitutive signals
is limited (e.g. facial expressions of emotions usually are
not longer than four seconds while the expression of sur-
prise is much shorter [6]). We define for each emotional



state abehavior set- a set of signals through which the
emotion is displayed and aconstraint setthat defines the
appearance and the temporal constraints between the sig-
nals of the behavior set.

The single signals likefrown, head nodor self-touch ges-
ture are described in the repositories of the agent’s nonver-
bal behaviors. These signals are grouped in thebehavior
sets. Each behavior set associates one emotional state with a
set of plausible signals that might by displayed by the agent.
For each signal in a behavior set one may define the prob-
ability of occurrence, its minimum and maximum duration
and its number of repetitions. All the signals that belong to
one behavior set may occur in the displays of the emotion
associated with it but their occurrence is not random (see
section 3 and 4). We developed an XML-based language
to describe a set of relations (i.e. a constraint set) between
the signals of one behavior set. Two types of constraints are
considered:

• temporal constraints specified by arithmetic operators
defining the relation between the starting and ending
time of a signal e.g. “signal si cannot start at the be-
ginning of animation” or “signal si starts immediately
after the signal sj finishes”. The temporal constraints
are defined using arithmetical relations:<, > and=;

• appearance constraints describing more general rela-
tions between the signals like inclusions or exclusions
e.g. “signals si and sj cannot co-occur” or “signal sj
cannot occur without signal si”.

The constraints of both types are composed using the logical
operators:and, or, not.

The algorithm works as follows. From the single label of
an emotional statee (e.g. anger or embarrassment) the sys-
tem generates sequences of multimodal expressions, i.e. the
animationA of a given durationt composed of a sequence
of signals sj(i) on different modalities. It does so by choos-
ing an appropriate subset of signals from the behavior set
BSe, their durations, and order of display. The algorithm
can generate several sequences of signals, each of them sat-
isfying the constraints.

Example. In Figure 1 an animation for an expression of
embarrassment is shown. The following images present the
frames of an animation displaying respectively the signals:
look right (Figure 1a), head down and gaze down (Figure
1b), gaze left (Figure 1c), head/gaze left and tensed smile
(Figure 1d), gaze left (Figure 1f).

In Figure 2 an example of an animation for the expres-
sion of cheerfulness is shown. The following signals are
displayed: open mouth smile (Figure 2a) which is accom-
panied (Figure 2b and 2c) by hands raising, closed mouth
smile and head movements aside (Figure 2d and 2e), smile
and raised hands (Figure 2f).

a b c

e f
Figure 1. An example of a multimodal expression of embarrass-
ment

6. Evaluation

We performed an evaluation study on multimodal se-
quential expressions of emotions. In this test we check if
the emotions expressed by the agent are recognized by the
participants. For this purpose we show the participants a set
of animations generated by the Greta agent [2] displaying
various emotional states. We ask them to attribute to each
animation one emotional label.

6.1. Set-up scenario

For the purpose of this evaluation study we generated
eight animations, one animation per emotional state, using
the algorithm described in section 5. We consider the fol-
lowing emotions:anger, anxiety, cheerfulness, embarrass-
ment, panic fear, pride, relief, tension. This arbitrary choice
is motivated by the following:

C1) we want to differentiate between several positive emo-
tional states. Usually all the positive emotions are
described with the general label “joy” and associated

a b c

d e f
Figure 2. An example of a multimodal expression of cheerfulness



with the Duchenne smile. From section 3 we know
that positive expressions can be differentiated. In this
study we evaluate: cheerfulness, pride and relief.

C2) we want to differentiate expressions in which different
types of smiles (Duchenne and non-Duchenne) might
occur. Smiles are used to display positive emotions
(e.g. in joy) but they also occur in negative expressions
like embarrassment [11] or anxiety [10].

C3) finally we want also to differentiate different negative
states to be used by the ECA (e.g. in the CALLAS EU
Project1) like anxiety, tension, panic fear and we want
to confront them with the expression of anger.

The behavior and constraint sets for the three emotional
states of pride, embarrassment and anxiety were defined
from the literature (see section 3). The sets of other five
emotional states: anger, cheerfulness, panic fear, relief, ten-
sion were based on the annotation study described in section
4. Each video shows the agent displaying one emotional
state. The agent is not speaking. The duration of each video
is about 10 seconds.

6.2. Hypothesis

Our hypotheses are the following:

H1) each of the intended emotions is more often cor-
rectly recognized on the corresponding animation than
chance level.

H2) for each animation the proper label will be attributed
more often than any other label.

H3) if the hypothesis H2 is not confirmed, confusions are
expected to occur between the emotional expressions
of the three conditions, i.e. pride might by confused
with relief and/or cheerfulness (C1: positive emotions
ambiguity), embarrassment with anxiety or cheerful-
ness (C2: different smiles ambiguity), tension with
anxiety or anger (C3: negative emotions ambiguity).

Each animation is shown twice. The habituation factor be-
tween the first and second viewing will be explored. We
expect an increase in the numbers of correct answers.

6.3. Procedure

Participants accessed the evaluation study through a web
browser. The explanation of the procedure to follow was
described on a web page. Participants were asked to recog-
nize the emotions displayed by the virtual agent. Eight an-
imations presented in the previous section were used. Each
study session consists of seeing twice the same set of eight
videos presented in a random order. Each subject has to see
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all eight videos (turn 1) before seeing any of them for the
second time (turn 2).

One study session is made of 16 web pages, each page
presenting one animation ai. After watching an animation
the participants have to attribute one emotional label to the
perceived emotional state from an 8-element list before they
can pass to another page with a new animation. They can-
not come back to the preceding animation ai−1 and they
cannot jump to the animation ai+1 without providing an-
swer to the current one. They cannot review the animation
twice. No time constraint was put on the task. The anima-
tions were displayed in a random order, the emotional labels
were ordered alphabetically. The participation in the study
was anonymous.

Fifty three participants (25 women, 28 men) with a mean
age of 28 years mainly from France (21%), Poland (21%)
and Italy (15%) took part in the study. Nearly half of the
participants comes with a computer science background
(39%), the remaining being mainly from medicine (12%)
and psychology (10%). The majority of the participants
(73%) were graduates or post-graduates. None of them
works in the domain of embodied conversational agents.

6.4. Results

The recognition level for each emotional expression in
both turns is above chance level (which is 12,5%). In each
turn, the most well recognized emotion was anger (93%
both turns mean) while the least recognized was embarrass-
ment (41% both turns mean). The number of correct vs. al-
ternative answers in turn 1 and turn 2 was compared and the
improvement was not significative (McNemar test, p>.05),
therefore, although the analyses for each of the two turns
are run, the means for both turns are stated for reference in
the text when not otherwise specified.

In general, the proper label was attributed more often
than any other label. For the animations of anger, cheer-
fulness, panic fear and relief, the correct labels were signif-
icantly more often attributed than any other ones in both
turns (McNemar test, p<.05 in each turn). In the well
recognized animations, the second mostly attributed label
for anger (correctly attributed 93% both turns means) was
tension (5%), while cheerfulness (70%) was labeled pride
(25%), panic fear (61%) was labeled embarrassment (17%),
relief (69%) was labeled cheerfulness (23%). For the re-
maining animations of anxiety, embarrassment, pride and
tension the proper label was found but some confusions oc-
curred. The strongest confusion occurs between anxiety
and embarrassment. For the anxiety animation the num-
ber of attributions of the anxiety (43% both turns means)
and of the embarrassment (36% both turns means) labels
did not differ significantly (McNemar test, p>.05). In the
embarrassment animation, embarrassment (41% both turns
means) was confused with anxiety (36% both turns means)



anger anxiety cheerful. embarrass. panic fear pride relief tension
anger label 93 0 0 0 0 2 0 5

anxiety label 0 43 0 36 3 0 1 18
cheerfulness label 0 0 70 0 0 25 6 0

embarrassment label 0 36 0 41 1 0 0 23
panic fear label 2 11 0 17 61 0 7 2

pride label 0 4 14 6 0 45 26 5
relief label 0 0 23 1 0 8 69 0

tension label 4 21 1 24 3 2 0 46

Table 1. Matrix of confusions presented as percentages of participants’ attributions of the eight emotional labels (means for both turns).

(p>.05). In turn 2 embarrassment (40%) was also labeled
tension (28%) (p>.05) (while in turn 1 it was labeled ten-
sion by 17%). Although on the limit of a significant dif-
ference (p=.066) some other confusions were found: pride
(45% both turns means) was labeled relief (26% both turns
means) in both turns and tension (49%) was labeled embar-
rassment (25%) in turn 2.

6.5. Discussion

The main aim of this evaluation study was to check if
the multimodal sequential expressions generated according
to the procedure described in sections 4 and 5 are recog-
nized by the participants. The hypothesis H1 was verified:
the recognition rate (41% - 93% both turns means) exceeds
strongly chance level. The hypothesis H2 was only partially
verified: although the number of attributions of correct la-
bels was higher than that of alternatives, the difference was
not significative for some emotions. The hypothesis H3 on
the expected confusions to arise for similar emotions was
partially confirmed. Similarity comes from cognitive rep-
resentations and/or common behavior characteristics (see
Conditions C1, C2 and C3). From results in Table 1, we
can notice there are some confusions between the emotions
of anxiety and embarrassment, embarrassment and tension,
and finally pride and relief. Three out of four confusions
occur due to the C3 explanation (difficulty in the negative
states differentiation), while the fourth is due to the C2 (dif-
ficulty in the positive state differentiation). In general these
pairs of emotions are placed in adjacent position to each
other in dimensional spaces. For example in the Pluchik
wheel [18], anxiety and embarrassment appear very close
to each other: the angle for anxiety is 78.3 while for em-
barrassment it is 75.3. Those pairs of emotions also share
signals from their behavioral sets (see section 5): anxiety
and embarrassment show both a lot of gaze shift; anxiety
and tension display lip and hand tensed actions; embarrass-
ment and tension have both tensed lip shapes; and pride and
relief are conveyed through smiles as well as up and back-
ward body movements.

Our results show that even such subtly differentiated ex-

pressions like these of relief or of cheerfulness were recog-
nized surprisingly well. These emotions probably would
not have been recognized from still facial expressions in
their apex. This claim needs however to be checked in
future studies. The effect of habituation is small and the
improvement as seen in correct labeling is not significa-
tive. Consequently multimodal sequential expressions may
be used straight away, in short period interactions with the
user.

While the recognition rate is quite high, we believe it
could have been higher if behavior expressivity would have
been considered. In the videos used for this perception
study, emotions were conveyed through signals defined in
the behavior set. Behavior execution did not vary, that is be-
haviors had the same expressive qualities in all the videos.
However, body expressivity is an important cue to convey
emotional states as claims Wallbott [27] and as we can infer
from our corpus annotation (see section 4). The non adap-
tation of the behavior expressivity to the particular states
might have influenced their recognition rate. Thus, we be-
lieve that the model of multimodal sequential expressions
should be extended by a number of expressivity features in
order to create an ECA with proper displays of emotions.

Last but not least, the emotions that received the high-
est recognition rate - anger, cheerfulness, panic fear and re-
lief - are described by facial expressions as well as specific
body and arm movements (e.g. anger with the hands on the
hips and cheerfulness with raised arms). It seems that ex-
pressions of emotions that make used of the full body were
better perceived compared to expressions of emotions con-
veyed mainly with the face (such as embarrassment and ten-
sion). However the use of multimodality in communicating
emotions should be more carefully analyzed (for example
by studying the added-value of each modality).

7. Conclusion

In this paper we presented the first evaluation of
multimodal sequential expressions displayed by an ECA.
These expressions go beyond Ekman’s description of facial
expressions of emotions described in their apex. In our



evaluation study the ECA displayed emotions using a
sequence of various nonverbal behaviors across modalities.
The results show that multimodal sequential expressions
allow for the differentiation of the emotional displays not
considered to be universally recognized. In the case of all
eight emotions the recognition rate significantly surpassed
chance level. In particular certain positive emotional states
like relief or cheerfulness were particularly well recognized.
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